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2.1 Simulation of an arbitrary random number. Let X be a random real number with
cumulative distribution function F (x) = P(X ≤ x). Define the the left-continuous
inverse of F by

F←(y) = inf{x ∈ R : F (x) ≥ y}, y ∈ (0, 1).

(a) Show that F←(y) ≤ x if and only if y ≤ F (x).

(b) Show that F←(U) is a random variable with the same distribution as X.

(c) Compute F and F← for the random variable X which assumes value 1 with
probability µ1 and value 2 with probability µ2 = 1− µ1.

2.2 Update functions are not unique. [Häg02, Ex. 3.2] Show that we get a valid up-

date function for the Gothenburg weather transition matrix P =

(

0.75 0.25
0.25 0.75

)

by

defining

φ(s1, x) =

{

s1 for x ∈ [0, 0.75),

s2 for x ∈ [0.75, 1],
φ(s2, x) =

{

s2 for x ∈ [0, 0.75),

s1 for x ∈ [0.75, 1].

Compare this with the update function in [Häg02, Example 3.1].

2.3 Sojourn time in a state. Consider a Markov chain (Xn) in S = {1, 2, . . . , k} having
a nonrandom initial state i ∈ S and a transition matrix P = (Pi,j)i,j∈S such that
Pi,i < 1. Denote the sojourn time of (Xn) at state i by T = min{n ≥ 1 : Xn 6= i}.

(a) Compute the probability P(X1 = i,X2 = i).

(b) Compute the probability P(X1 = i,X2 = i,X3 6= i).

(c) Compute the probability P(T = n) for n = 0, 1, 2, . . .
Can you identify the probability distribution of T from this formula?
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2.4 Partially observed Markov chain. Let (Xn) be a Markov chain on S = {1, 2, . . . , k}
with initial distribution µ and transition matrix P . Define Yn = Xrn, where r is a
positive integer. Show that (Yn) is a Markov chain with initial distribution µ and
transition matrix P r. (Hint: Recall Exercise 1.5 last week.)

2.5 Markov chain on an infinite state space. A Markov chain on a countably infinite
state space S can be modeled with a transition matrix (Pi,j)i,j∈S such that Pi,j ≥ 0
for all i, j and

∑

j∈S Pi,j = 1 for all i. Given an a probability vector µ on S, define
µP by

(µP )j =
∑

i∈S

µiPi,j , j ∈ S.

(a) Show that the sum on right side above is finite for all j.

(b) Show that µ 7→ µP maps probability vectors on S to probability vectors on S.
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